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1. Introduction 

In this report we describe the process of programming the SRC-6 reconfigurable computer [1] using 
MathWorks Simulink® [2] with Xilinx System Generator™ for DSP [3] and Xilinx Blockset [4].  By 
design, the SRC-6 is programmed in the SRC MAP C programming language [5].  Code development for 
the SRC-6 platform closely resembles code development for a conventional microprocessor-based 
system, except for explicit code to support data transfer between the system memory and FPGA-
controlled memory.  The SRC Carte™ development environment [5] allows the developer to bring in 
third-party subroutines, called macros, that can be used to extend the functionality of the original 
language.  These macros are typically implemented in Verilog Hardware Description Language (HDL) 
and are brought into the MAP C program via configuration files that define the interface between the 
macros and MAP C language.  We describe a method of using the VHDL and Verilog sources for SRC 
macros generated from the MathWork’s Simulink-based designs. 

The ability to introduce Simulink-based designs into the Carte framework opens up new possibilities in 
programming the SRC-6 system.  The main advantage of using Simulink-based designs is the ability to 
use the fixed-point numeric type, which is not directly available in MAP C.  This leads to reduced FPGA 
resource utilization as one can avoid the need to use larger numerical types for problems that require a 
reduced numerical range.  Other benefits include the ability to use low-level FPGA resources (e.g., 
BRAM) directly and access to Xilinx IP cores, such as FFT and CORDIC algorithms 

2. Simulink Design 

The model one wishes to implement should be created using the Xilinx Blockset in Simulink.  The input 
and output ports are ‘gateway in’ and ‘gateway out’ blocks, respectively.  These should be labeled (in 
lowercase letters) the same way as the variables to be used in the MAP C code.  Note that Xilinx System 
Generator will convert all variables to lowercase.  Also, the “IOB Timing Constraint” for these blocks 
should be set to “None”.  The ‘gateway in’ block also allows the designer to specify the bit width and 
binary point of the inputs; more on this follows.  As a final note, the “Use Placement Information for 
Core” option should be deselected for all blocks that have this option.  Errors might arise during the 
compilation if this option is selected.   

As an example, Figure 1 shows a simple Simulink design which takes three inputs: a, b, and c, and 
outputs q = (a+b)*c.  For this example, all signals here have a bit width of 40 and a binary point of 30.  
We also note that the overall latency of this design is 5. 

The next step is to set up the Xilinx System Generator parameters as shown in Figure 2.  Particularly, the 
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following items are important:   

• Compilation Type: HDL Netlist 
• Part: The FPGA to be used 
• Target Directory: The directory where the files will be output 
• Synthesis Tool: Synplify Pro 
• Hardware Description Language: VHDL* 
• FPGA Clock period (ns): 10 

*) Verilog can also be used as the hardware description language instead of VHDL.  However, some 
System Generator blocks can only be translated into VHDL.  There is a way to get around this and 
translate these blocks into Verilog, and this method is described in the Xilinx System Generator user 
guide.  Nevertheless, when the option is available, it simplifies the process to choose VHDL as the 
hardware description language. 

 

 

 
Figure 1.  Simple Simulink example. 

 

 

Once the model generation is complete, several files will be created (here <design> is the name of the 
model): 

• <design>_files.vhd  - this file contains most of the HDL for the design. 
• <design>_clk_wrapper.vhd  - this file is an HDL wrapper that drives clocks and clock enables. 
• <design>_clk_wrapper.ncf - this file contains timing constraints for the design 
• conv_pkg.vhd  - this file contains constants and functions used by <design>_fils.v. 
• .edn files  - these are files, in addition to the HDL, that implement parts of the design. 
• synplify_<design>.prj – this is a project file used by Synplify Pro to compile the design. 
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In the example shown in Figure 1, called src.mdl, System Generator produces the following files: 

• src_files.vhd, src_clk_wrapper.vhd, conv_pkg.vhd 
• adder_subtracter_virtex2_7_0_84f1dba84ee809b9.edn 
• multiplier_virtex2_7_0_b018b3a1b259a550.edn 
• src_clk_wrapper.ncf, synplify_src.prj 

These files need to be copied into the macro directory of the MAP C code. 

 

 

 
Figure 2.  Xilinx System Generator configuration. 

 

 

If Verilog HDL was selected rather than VHDL, the same files will be outputted, with the *.vhd files 
being replaced by *.v files. 

3. MAP C design 

First, if the code was generated using VHDL, the synplify_<design>.prj file needs to be modified.  The 
disable_io_insertion option by default is set to false: “set_option –disable_io_insertion false”.  It needs 
to be changed to true.  For our example, the updated file appears as follows: 

 

add_file -vhdl -lib work "conv_pkg.vhd" 
add_file -vhdl -lib work "src_files.vhd" 
add_file -vhdl -lib work "src_clk_wrapper.vhd" 
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project -result_file "src_clk_wrapper.edf" 
 
set_option -top_module fmdemod_clk_wrapper 
set_option -technology virtex2p 
set_option -part xc2v6000 
set_option -package ff1517 
set_option -speed_grade -4 
set_option -default_enum_encoding sequential 
set_option -symbolic_fsm_compiler false 
set_option -resource_sharing true 
set_option -frequency 100 
set_option -fanout_limit 1000 
set_option -maxfan_hard false 
set_option -disable_io_insertion true   #this is the modified line# 
set_option -write_verilog false 
set_option -write_vhdl false 
set_option -write_apr_constraint false 

 

Also, the file name should be changed from synplify_<design>.prj to <deisgn>_clk_wrapper.prj. 

If the code was generated using Verilog, the <design>_clk_wrapper.v file needs to be modified. Near the 
bottom, just before the line module <design>_clk_wrapper, there is a line of code that reads `include 
“conv_pkg.v”.  After this, another include statement should be added: `include “<deisgn>_files.v”.  For 
our example, the updated text appears as follows: 

 

`include "conv_pkg.v" 
`include "src_files.v"         /* this is the line that was added */ 
 
module srcmap_clk_wrapper (a, b, c, ce, ce_clr, clk, q); 
 
--SystemGenerator code here-- 
 
endmodule 
 

Next, a black box definition for the design needs to be created.  This includes the inputs and outputs 
defined in the Simulink model, as well as signals ce, ce_clr, and clk, created by the System Generator.  If 
the design does not have any delays, the signals ce, ce_clr, and clk will not be generated, and should 
therefore not be included.  For this example, the multiplier has a delay of 5, so the clock signals are 
generated.  The black box appears as follows (remember that we are using 40-bit fixed-point numbers): 

 

module src_clk_wrapper (a, b, c, ce, ce_clr, clk, q); 
    input [39:0] a; 
    input [39:0] b; 
    input [39:0] c; 
    input ce; 
    input ce_clr; 
    input clk; 
    output [39:0] q; 
endmodule 

 

The next step is to create the info file.  This file maps the operators and calls from the source program to 
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macros and signal names in the HDL code.  Note that the inputs and outputs are 64 bits in the source 
code, but we only use the bottom 40 bits in our HDL code.  The clk signal should always be mapped to 
CLOCK.  Also, LATENCY value should be set accordingly.  Lastly, the debug function performs the 
same operation as our Simulink design, except the result is shifted 20 bits to the right as is required for 
proper fixed point multiplication.  The resultant info file is as follows: 

 

BEGIN_DEF "src" 
    MACRO = "src_clk_wrapper"; 
    STATEFUL = NO; 
    EXTERNAL = NO; 
    PIPELINED = YES; 
    LATENCY = 5; 
 
    INPUTS = 3: 
      I0 = INT 64 BITS (a[39:0])  // explicit input 
      I1 = INT 64 BITS (b[39:0])  // explicit input 
      I2 = INT 64 BITS (c[39:0])  // explicit input 
      ; 
    OUTPUTS = 1: 
      O0 = INT 64 BITS (q[39:0])  // explicit output 
      ; 
       
    IN_SIGNAL : 1 BITS "ce"     = "1'b1"; 
    IN_SIGNAL : 1 BITS "ce_clr" = "1'b0"; 
    IN_SIGNAL : 1 BITS "clk"    = "CLOCK"; 
     
 
    DEBUG_HEADER = # 
    void src__dbg (long long v0, long long v1, long long v2, long long *res); 
    #; 
 
    DEBUG_FUNC = # 
   void src__dbg (long long v0, long long v1, long long v2, long long *res) { 
     *res = (v0+v1)*v2 >> 20; 
     } 
    #; 
END_DEF 

 

Next, the path for <design>_clk_wrapper.vhd or <design>_clk_wrapper.v to the MACROS line of the 
Makefile should be added.  For this example, the line would read: 

 

MACROS = macros/src_clk_wrapper.vhd 

 

The last step is to provide a MAP C function prototype: 

 

void addmult(int64_t a, int64_t b, int64_t c, int64_t *q); 

 

A complete Makefile for this example can be found in Appendix A.  At this point, the macro is ready to 
be called from the main MAP C program. 
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4. Floating Point and Fixed Point Conversions 

Because Xilinx blockset for Simulink contains blocks for fixed point operations only, we need a way to 
convert floating point numbers to fixed point numbers that can be used with the HDL code.  The two 
functions, float2fix and double2fix, convert single precision and double precision values, respectively, to 
fixed point values.  Similarly, the functions, fixed2float and fix2double, convert fixed point values to 
single precision and double precision floating point values, respectively.  These functions can be found in 
the appendix, written both in C and MAP C. 

For the floating point and fixed point conversions to work, bit shift operations must be performed.  This 
means that floating point values need to be held as integers since bit shift operations cannot be performed 
on floating point numbers.  This type conversion can be taken care of in the C functions via the use of 
union data type.  However, when using the MAP C functions, this conversion is not done automatically, 
so all floating point values should be passed in as integer types and floating point values returned are 
returned as integer types. 

Because we are now able to use variables of arbitrary widths, it is important to know how to take 
advantage of this feature to save space.  For a fixed-point number with I integer bits, and F fractional bits, 
the range is  

[-2(I-1), 2(I-1)-(½)F] ≈ ±2(I-1) 

and the precision is 

(½)F. 

When working with floating point numbers, the precision of the number is limited by the size of the 
mantissa.  The mantissa is composed of a leading bit (1) and the fraction bits (23 or 52 bits for single or 
double precision numbers, respectively).  There is also a bit for the sign, so there are a total of 25 or 54 
precision bits for single- or double-precision numbers, respectively.  This means that the fixed-point 
representations need no more than 25 or 54 bits, not including leading or trailing zeros.  For example,  

0111.1111 1111 1111 1111 1011 0101 1101 // 32-bit fixed-point 

=   +1.11 1111 1111 1111 1111 1011 x 22           // single-precision float 

=     0111.1111 1111 1111 1111 1011 0000 0000 // corresponding value 

Notice that the final corresponding value of the floating point value contains only 24 bits, not counting 
the 8 trailing zeros.  Tables 1 and 2 show the range and precision that can be obtained by placing the 
decimal point at various locations.  For example, if working with 32-bit values, placing the decimal point 
after the 5th bit, and therefore leaving 25-5=20 bits left for the integer portion, allows for a precision of  

(½)5 = 3.125e-2 

and an approximate range of 

±2(20-1) = ±524288 

Of course, the fixed point numbers can be smaller than 25 or 54 bits if such an accurate precision is not 
needed.  For instance, in the example used throughout this paper, the values were 40 bits with the decimal 
point placed after the 30th bit.  This allows for a precision of (½)30 = 9.31322574615478515625e-10 and a 
range of ±2(10-1) = ±512. 
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Table 1.  32-bit range and precision  Table 2.  64-bit range and precision 

 

5. Image Processing Example 

In this example, we use the image processing model provided with the Xilinx Blockset, called 
sysgenconv5x5.mdl (Figure 3).  This model filters an image using n-tap MAC FIR filters.  One of nine 
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different filters can be chosen by changing the mask value on the 5x5 Filter block.   

 

 
Figure 3.  2D image filter example provided with Xilinx Blockset for Simulink. 

 

 

The design needs to be slightly modified to be ported to SRC-6.  Since the 5-tap MAC FIR filters are 
clocked at a rate 5 times faster than the input, we need to ensure that the MAP only sends one value to the 
macro for every five clock cycles.  This is done by defining this macro as a periodic macro, with period 5.  
The MAP compiler requires that periodic macros have a “clr” and “start” input bit, and a “done” output 
bit.  Even though these are not necessary for this design to run properly, they must be added as shown in 
Figure 4. 

 

 
Figure 4.  Modified design suitable for using on SRC-6. 
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Another modification that must be made is to change the “IOB Timing Constraint” property on the 
gateway in and gateway out blocks from “Data Rate; Set ‘FAST’ Attribute” to “None”.  If this is not 
done, the compiler will display errors.   

Once the design is set up properly, the Xilinx System Generator can be run, followed by the development 
path outlined in Section 3.  The main.c file should simply read values from the unfiltered image, pass 
them to the MAP C subroutine, and then get the output values from the MAP and write them to another 
file or display the filtered image.  The MAP C code simply passes the image pixel values to the macro 
and retrieves the output values.  The main difference between this example and the previous one is the 
info file.  This is where we define that this is a periodic macro, with period 5.  This is done by declaring 
the period to be 5, and including the “clr” and “start” input bits and the “done” output bit. 

 

BEGIN_DEF "conv" 
    MACRO = "sysgenconv5x5_clk_wrapper"; 
    LATENCY = 2650; 
    STATEFUL = NO; 
    EXTERNAL = NO; 
    PERIOD = 5; 
 
    INPUTS = 3: 
      I0 = INT 64 BITS (din[7:0])         // explicit input 
 
      I1 = INT 1 BITS (clr)               // implicit input 
      I2 = INT 1 BITS (start)             // implicit input 
      ; 
    OUTPUTS = 2: 
      O0 = INT 64 BITS (dout[7:0])        // explicit output 
 
      O1 = INT 1 BITS (done)              // implicit output 
      ; 
 
    IN_SIGNAL : 1 BITS "ce"     = "1'b1"; 
    IN_SIGNAL : 1 BITS "ce_clr" = "1'b0"; 
    IN_SIGNAL : 1 BITS "clk"    = "CLOCK"; 
 
 
    DEBUG_HEADER = # 
        void conv__dbg(long long x, long long *y); 
        #; 
 
    DEBUG_FUNC = # 
        void conv__dbg(long long x, long long *y) 
        { 
            *y = 255-x;; 
        } 
        #; 
END_DEF 
 

6. FM Radio Example 

This next example demonstrates how to design an FM radio demodulator in Simulink that can be used on 
the SRC Portable system.  The hardware setup for this example consists of an SRC Portable MAP [6] 



 10

with one Gsample/sec analog-to-digital converter board connected to the GPIO port of the primary FPGA 
and an RF front-end board (Figures 5 and 6).  The wide-band RF receiver front-end used in this study to 
acquire RF samples is essentially the same design as provided by the GNU Software Radio project [7]. 

 

 
Figure 5.  SRC Portable MAP with wide-band RF front-end board. 
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Figure 6.  Block diagram of the Software-Defined Radio setup. 
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The core of the receiver is a commercially available 4937 DI5 Microtune 3x7702 cable TV tuner module 
manufactured by Microtune, Inc.  The tuner uses a double-conversion approach with a 43.75 MHz IF 
frequency and a second conversion to 5.75 MHz IF frequency.  It downconverts a 6 MHz-wide channel 
located anywhere within the 50-860 MHz range to IF centered at 5.75 MHz.  The output signal level is 
adjustable via two gain-control inputs.  Band selection and tuning is done via I2C bus connected to the 
GPIO port of the secondary FPGA on the SRC Portable MAP.  Figure 6 provides a functional diagram of 
the overall system. 

The Simulink software radio design is shown in Figure 7.  The input from the ADC is clocked at 100 
MHz and is 11 bits wide with the decimal point at 10.  The two delays help to buffer the input (Figure 8).  
The signal is then filtered through a bandpass FIR filter (Figure 9), with cutoff frequencies at 5.75 MHz 
and 5.76 MHz.  (This filter was designed using the FDATool.)  The filter is also set to decimate at a 5:1 
ratio, so the output sampling frequency is 20 MHz.  After the bandpass filter, the signal is downconverted 
to the baseband by multiplying the input signal by a cosine and sine wave, each with a frequency of 5.75 
MHz, the carrier frequency (Figure 10).  This simply places the I and Q channels of the FM signal on the 
baseband. 

 

 
Figure 7.  Simulink FM radio receiver design. 

 

 

At the downsampling stage (Figure 11), the input signal is downsampled by 2 so that the input sampling 
rate of the lowpass FIR is 10 MHz.  This is done because this particular filter is clocked at twice the 
sampling rate (20 MHz), and the FPGA clock (100 MHz) needs to be an integer multiple of the sampling 
rates in the design.  If this was not done then the filter would be clocked at 40 MHz, which would cause 
timing problems since 100 MHz is not an integer multiple of 40 MHz.  The filter is simply a 20-tap 
lowpass FIR filter, with the coefficients designed using the MATLAB’s fir1 subroutine that creates a 20 
coefficient lowpass FIR filter with normalized cutoff frequency at 0.01.  After the filter, the signal is 
downsampled by 20 which leads to an output sampling rate of 500 kHz. 

The FM demodulation is performed by measuring the change in angle between the I and Q channels, 
which is implemented by taking the arctangent of the two signals and subtracting it from the arctangent of 
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the previous sample (Figure 12).  To get the final audio signal, a gain of 20000 is applied, followed by a 
32-tap MAC FIR filter with a normalized cutoff frequency at 0.15 (Figure 13).  Finally, the output is 
converted to a 16 bit value with the decimal point at 15.  Like the input, the output is also buffered using 
two delays (Figure 14). 

 

 

  
Figure 8.  Buffered input.    Figure 9.  Bandpass filter. 

 

 

 
Figure 10.  IF to Baseband Converter. 

 

 

 
Figure 11.  Downsampler. 
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Figure 12.  Demodulator. 

 

 

 
Figure 13.  Audio Pre-Processor. 

 

 

 
Figure 14.  Buffered Output. 

 

 

The design is simulated and verified in Simulink.  Figure 15 shows a chirp signal that serves as an input 
into an FM modulator (probe A in Figure 7).  The modulated signal is then passed to the receiver design, 
and the recovered signal (probe B in Figure 7) is shown in Figure 15. 

The ADC board returns 16 samples (1 frame) on each call.  The values are unsigned int16_t, ranging from 
0 to 1023, sampled at 1 Gigasample/second.  Since the FPGA runs at 100 MHz, it is not in sync with the 
ADC, and a valid frame is not returned on every clock cycle.  However, on average, the ADC returns 5 
valid frames (80 samples) for every 8 clock cycles.  Therefore, the data can be downsampled to 100 MHz 
by taking every 10th valid value over every 8 clock cycles.  In the code below, this is implemented as 
follows.  There is one counter, fifocount, which counts from 0 to 4, and increments each time there is a 
new valid frame from the ADC.  For each valid frame, when fifocount is 0, store values d0 and d10 
(samples 0 and 10).  On the next count, store d4 and d14 (samples 20 and 30).  Then store d8 (sample 40) 
on the next count, followed by d2 and d12 (samples 50 and 60) on the following count, and finally store 
d6 (sample 70) on the fifth count.  There is also another counter, count, which counts from 0 to 7 and 
increments every clock cycle.  When count is 0, pass e0 as input to the macro, when count is 1, pass e1, 
and so on.  This method ensures that data is only read from the ADC when there is a new valid frame, yet 
valid data is sent as input to the macro on every clock cycle.  Finally, the audio is stored by writing every 
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2268th sample to memory.  This provides an output audio rate of 100 MHz / 2268 ≈ 44.1 kHz. 

 

 

 
Figure 15.  Simulink design simulation. 

 

 

#include <libmap.h> 
 
void tuner_subr();  // secondary chip subroutine prototype 
void fmdemod(int16_t d, int16_t *x);  // Simulink-based subroutine prototype 
 
void adc_subr(int n, int64_t res[], int64_t *tune, int mapno) 
{ 
    int16_t d0, d1, d2, d3, d4, d5, d6, d7; 
    int16_t d8, d9, d10, d11, d12, d13, d14, d15; 
    int16_t sample0, sample1, sample2, sample3,  
    int16_t sample4, sample5, sample6, sample7; 
    int16_t x0, x1, x2, x3; 
    int16_t fm_in, audio_out; 
    int16_t clk_enable, fifo_valid; 
    int64_t tuner_in, tuner_out; 
    int nbytes; 
    int iteration, index, iterreset, indexreset; 
    int count, countreset, fifocount, fiforeset; 
 
    OBM_BANK_A (al, long long, MAX_OBM_SIZE) 
 
    // tuner code 
    tuner_in = *tune; 
    send_to_bridge_a(tuner_in); 
    recv_from_bridge_b(&tuner_out); 
    *tune = tuner_out; 
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    // adc code 
    clk_enable = 1; 
    iterreset  = 1; 
    indexreset = 1; 
    fiforeset  = 1; 
    countreset = 1; 
 
  do 
  { 
    adc_raw_data (clk_enable, &d0, &d1, &d2, &d3, &d4, &d5, &d6, &d7, 
                  &d8, &d9, &d10, &d11, &d12, &d13, &d14, &d15, &fifo_valid); 
 
    // increment every time there is a valid frame 
    cg_count_ceil_32 (fifo_valid, 0, fiforeset, 4, &fifocount); 
    fiforeset = 0; 
 
    // counter that goes from 0-7 
    cg_count_ceil_32 (1, 0, countreset, 7, &count); 
    countreset = 0; 
 
    // increment the index every 2268*4 cycles (4 output samples) 
    cg_accum_add_32_np (1, iteration == 2268*4, -1, indexreset, &index); 
    indexreset = 0; 
 
    // count up to 2268*4 (1 output sample ever 2268 cycles) 
    cg_count_ceil_32_np (1, 0, iterreset, 2268*4, &iteration); 
    iterreset = 0;  
 
    // collect every 10th data sample 
    if (fifo_valid) 
    { 
        if (fifocount == 0) 
        { 
            sample0 = d0;  //data value 0 
            sample1 = d10; //data value 10 
        } 
        if (fifocount == 1) 
        { 
            sample2 = d4;  //data value 20 
            sample3 = d14; //data value 30 
        } 
        if (fifocount == 2) sample4 = d8;  //data value 40 
        if (fifocount == 3) 
        { 
            sample5 = d2;  //data value 50 
            sample6 = d12; //data value 60 
        } 
        if (fifocount == 4) sample7 = d6;  //data value 70 
    } 
 
    if (count == 0) fm_in = sample0; 
    if (count == 1) fm_in = sample1; 
    if (count == 2) fm_in = sample2; 
    if (count == 3) fm_in = sample3; 
    if (count == 4) fm_in = sample4; 
    if (count == 5) fm_in = sample5; 
    if (count == 6) fm_in = sample6; 
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    if (count == 7) fm_in = sample7; 
 
    // Convert fm_in to a number between -1024 and 1023. 
    // When read as an 11-bit fixed point number, with the 
    // decimal point at 10, this is a number between -1 and 1. 
    fmdemod(fm_in*2-1024, &audio_out); 
 
    // Sample output at 100 MHz / 2268 ~= 44.1 kHz 
    if (iteration == 2268*1) x0 = audio_out; 
    if (iteration == 2268*2) x1 = audio_out; 
    if (iteration == 2268*3) x2 = audio_out; 
    if (iteration == 2268*4) 
    { 
        x3 = audio_out; 
        comb_16to64(x3, x2, x1, x0, &al[index]); 
    } 
  } while (index < n); 
 
    // dma bank a 
    nbytes = n * sizeof(int16_t); 
    DMA_CPU (OBM2CM, al, MAP_OBM_stripe (1,"A"), res, 1, nbytes, 0); 
    wait_DMA (0); 
} 
 

7. Computational Kernel Example 

The ability to use fixed-point arithmetic with a user-defined bit width allows one to save the FPGA 
resources when compared to the use of ‘native’ floating-point data types.  This, in turn, allows one to 
implement additional compute logic on the chip, thus shortening the overall calculation time.  We 
demonstrate this in the following application. 

In astronomy, the two-point angular correlation function (TPACF), ω(θ),  encodes the frequency 
distribution of angular separations, θ between objects on the celestial sphere as compared to randomly 
distributed objects across the same space [8].  Qualitatively, a positive value of ω(θ),  indicates that 
objects are found more frequently at angular separations of θ than expected for randomly distributed 
objects, and ω(θ)=0 indicates a random distribution of objects.  Precise computation of the TPACF can 
involve calculation of autocorrelation and cross-correlation components for different angular separations 
θ for a large number of celestial objects.  As an example, the problem of computing the autocorrelation 
function for this particular application can be expressed as follows: 

• Input: Set of points x1,…, xn with Cartesian coordinates distributed on the surface of the 3-sphere 
and a small number b of bins: [θ0, θ1), [θ1, θ2),…, [θb-1, θb]. 

• Output: For each bin, the number of unique pairs of points (xi, xj) for which the dot product is in 
the respective bin: Bk = |{ij: θk-1 <= xi·xj < θk}|. 

This problem can be solved in log(b)(n-1)n/2 steps by sequentially looping through all unique pairs of 
points in the data set, computing their dot product, and applying a binary search algorithm to identify the 
bin the dot product belongs to.  The following is the core of the algorithm written in C: 

 
for (int i = 0; i < n-1; i++) { 
    for (int j = i+1; j < n; j++)  { 
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        double dot = x[i] * x[j] + y[i] * y[j] + z[i] * z[j]; 
        int k, min = 0, max = nbins; 
        while (max > min+1) { 
            k = (min + max) / 2; 
            if (dot >= binb[k]) max = k; 
            else min = k; 
        }; 
        if (dot >= binb[min]) bin[min] += 1; 
        else if (dot < binb[max]) bin[max+1] += 1; 
        else bin[max] += 1; 
    } 
} 

 

The core can be implemented in MAP C as is, however, it will not constitute an efficient FPGA 
implementation because only the most inner loop used for the binary search algorithm will be pipelined 
by the MAP C compiler.  This inefficiency can be avoided if the number of bins b is known ahead of time 
and thus the binary search loop can be manually unrolled.  As a result, the next most inner loop will be 
fully pipelined, and thus the entire problem can be solved in just (n-1)n/2 steps.  For example, assuming 
that b<32, the following is an efficient MAP C implementation of the autocorrelation core: 

 
for (i = 0; i < n-1; i++) { 
    pi_x = x[i]; pi_y = y[i]; pi_z = z[i]; 
    #pragma loop noloop_dep 
    for (j = i+1; j < n; j++) { 
        cg_count_ceil_32 (1, 0, j == (i+1), 3, &bank); 
        dot = pi_x * x[j] + pi_y * y[j] + pi_z * z[j]; 
        select_pri_8_32val( (dot < bv31), 31, (dot < bv30), 30, 
             (dot < bv29), 29, (dot < bv28), 28, (dot < bv27), 27, 
             (dot < bv26), 26, (dot < bv25), 25, (dot < bv24), 24, 
             (dot < bv23), 23, (dot < bv22), 22, (dot < bv21), 21, 
             (dot < bv20), 20, (dot < bv19), 19, (dot < bv18), 18, 
             (dot < bv17), 17, (dot < bv16), 16, (dot < bv15), 15, 
             (dot < bv14), 14, (dot < bv13), 13, (dot < bv12), 12, 
             (dot < bv11), 11, (dot < bv10), 10, (dot < bv09), 9, 
             (dot < bv08), 8,  (dot < bv07), 7,  (dot < bv06), 6, 
             (dot < bv05), 5,(dot < bv04), 4,  (dot < bv03), 3, 
             (dot < bv02), 2,  (dot < bv01), 1,  0, &indx); 
        if (bank == 0) bin1a[indx] += 1; 
        else if (bank == 1) bin2a[indx] += 1; 
        else if (bank == 2) bin3a[indx] += 1; 
        else bin4a[indx] += 1; 
   } 
} 

 

In this implementation, double-precision floating-point arithmetic is used in the calculation of the dot 
product, point coordinates are stored in the OBM banks, care is taken to avoid read-after-write data 
dependency, and select_pri_8_32val macro is used to implement a sequence of if/if else statements. 

The dataset and random samples used to calculate TPACF  in this study are the sample of photometrically 
classified quasars and the random catalogs first analyzed in this context by [8].  The dataset and each of 
the random realizations contains 97178 points (n=97178).  We use five bins per decade of scale with 
θmin=0.01 arcminutes and θmax=10000 arcminutes.  Thus, angular separations are spread across 6 decades 
of scale and require 30 bins (b=30).  Covering this range of scales requires the use of double-precision 
floating-point arithmetic as single-precision floating-point numbers are not sufficient to accurately 
compute θ values smaller than 1 arcminute.  However, a closer look at the numerical range of the bin 
boundaries shows that just 41 bits of the mantissa are sufficient to cover the required range of scales.  
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Thus, instead of using double-precision floating-point arithmetic, we can use fixed-point arithmetic via 
macros implemented in Simulink.  These macros will replace the dot product calculation and 
select_pri_8_32val macro as follows: 

 
dot_product(pi_x, pi_y, pi_z, x[j], y[j], z[j], &dot); 
bin_mapper(dot, bv01, bv02, bv03, bv04, bv05, bv06, 
                bv07, bv08, bv09, bv10, bv11, bv12, bv13, 
                bv14, bv15, bv16, bv17, bv18, bv19, bv20,  
                bv21, bv22, bv23, bv24, bv25, bv26, bv27,  
                bv28, bv29, bv30, bv31, bv32, &indx); 

 

In this implementation, point coordinates are stored in the OBM banks as before.  However, instead of the 
double-precision floating-point representation we use 48 bits fixed-point representation with 42 bits 
allocated for the fractional part and 6 bits allocated for the integer part and the sign.  The few extra bits in 
excess of the 41 bits previously mentioned as sufficient to represent the bin boundaries are used to 
eliminate effects associated with rounding and overflow.  The conversion between the point coordinates 
stored in the double-precision floating-point format and the fixed-point format takes place on the CPU 
before the data is translated to the OBM banks.  The overhead associated with the data type conversion is 
negligible compared to the overall computational time. 

The Simulink-based dot product macro implementation is shown in Figure 16 and the bin mapping macro 
design is shown in Figure 17 and Figure 18.  Table 3 shows reports for loop pipelining, FPGA resource 
utilization, and place and route time for the complete design.  Thus, SLICE utilization is reduced by 22% 
as compared to the original design.  This was expected because 31 double-precision floating-point 
comparison operators are now replaced with much smaller 48-bits-wide fixed-point comparison operators 
and a cascade of 1-bit adders. 

 

 

 
Figure 16.  Dot product macro implemented in Simulink. 
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Figure 17.  Bin mapping macro implemented in Simulink. 

 

 

 
Figure 18.  One of four sub-components from the bin mapping macro. 
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 Original Modified 

pipeline depth (clocks) 49 29 

MULT18X18s 12% 18% 

RAMB16s  5% 5% 

SLICEs 63% 41% 

PAR time (minutes) 76 25 

Table 3.  Comparison of two implementations. 

 

 

Note that MULT18X18s utilization has increased from 12% to 18%.  This was not expected; it can be 
explained, however, by a less efficient implementation of the multipliers in Xilinx Blockset.  In addition, 
the time needed to place and route the entire design on the chip is reduced by a factor of 3.  This is mainly 
due to the smaller overall size of the design. 

So, what did we gain by implementing parts of this application in Simulink rather than in native MAP C?  
When using the native MAP C implementation, we are able to place only two such compute kernels on 
the FPGA before we run out of available SLICEs.  However, when using the Simulink-based kernel 
implementation, because of the reduced usage of the SLICEs, we are able to place 4 compute kernels per 
chip, thus achieving twice the performance of the native MAP C implementation. 

8. Conclusions 

We have demonstrated how a Simulink-based design created with Xilinx System Generator and Xilinx 
Blockset can be integrated with the native SRC MAP C code.  The ability to introduce Simulink-based 
designs into the Carte framework opens up new possibilities in programming the SRC-6 system.  The 
main advantage of using Simulink-based designs is the ability to use the fixed-point numeric type, which 
is not directly available in MAP C.  This leads to reduced FPGA resource utilization as one can avoid the 
need to use larger numerical types for problems that require a reduced numerical range.  Other benefits 
include the ability to use low-level FPGA resources (e.g., BRAM) directly and access to Xilinx IP cores, 
such as FFT and CORDIC algorithms, etc. 

We should point out that instead of using Simulink, one can implement the same functionality using an 
HDL directly.  However, using HDL is a more involved process as it requires a set of skills typically 
possessed by those involved with hardware design, whereas the Simulink environment provides a higher 
level of abstraction and is more familiar to software developers. 
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Appendix A: Code Example from Section 3 

// main.c for the example presented in Section 3 
 
#include <libmap.h> 
#include <stdlib.h> 
 
#define SIZE 32 
#define BINPT 30 
#define WIDTH 40 
 
void my_operator (double A[], double B[], double C[], double Q[], int binpt, 
int width, int m, int mapnum); 
 
int main ()  
{ 
    int i; 
    double D[SIZE]; 
 
    double *A = (double*)Cache_Aligned_Allocate(SIZE * sizeof(double)); 
    double *B = (double*)Cache_Aligned_Allocate(SIZE * sizeof(double)); 
    double *C = (double*)Cache_Aligned_Allocate(SIZE * sizeof(double)); 
    double *Q = (double*)Cache_Aligned_Allocate(SIZE * sizeof(double)); 
 
    for (i=0; i<SIZE; i++)  
    { 
        A[i] = (double)random()/RAND_MAX; 
        B[i] = (double)random()/RAND_MAX; 
        C[i] = (double)random()/RAND_MAX; 
        D[i] = A[i] + B[i]; 
        D[i] = D[i] * C[i]; 
    } 
 
    map_allocate(1); 
 
    my_operator(A, B, C, Q, BINPT, WIDTH, SIZE, 0); 
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    for (i=0; i<SIZE; i++) 
    { 
        printf ("(%lf + %lf) * %lf = %lf(map) vs. %lf(cpu) ", 
                 A[i], B[i], C[i], Q[i], D[i]); 
        if (D[i] != Q[i])  printf ("-error %.30f", D[i]-Q[i]); 
        printf ("\n"); 
    } 
 
    map_free(1); 
} 

 

 
// src.mc for the example presented in Section 3 
 
#include <libmap.h> 
 
void src (long long, long long, long long, long long *); 
long long double2fix (long long, int); 
long long fix2double (long long, int); 
 
void my_operator (double A[], double B[], double C[], double Q[], int binpt, 
int width, int m, int mapnum)  
{ 
    OBM_BANK_A (AL, long long, MAX_OBM_SIZE) 
    OBM_BANK_B (BL, long long, MAX_OBM_SIZE) 
    OBM_BANK_C (CL, long long, MAX_OBM_SIZE) 
    OBM_BANK_D (DL, long long, MAX_OBM_SIZE) 
    int i; 
     
    long long a, b, c, q; 
 
    DMA_CPU (CM2OBM, AL, MAP_OBM_stripe (1, "A"), A, 1, m*8, 0); 
    wait_DMA (0); 
 
    DMA_CPU (CM2OBM, BL, MAP_OBM_stripe (1, "B"), B, 1, m*8, 0); 
    wait_DMA (0); 
 
    DMA_CPU (CM2OBM, CL, MAP_OBM_stripe (1, "C"), C, 1, m*8, 0); 
    wait_DMA (0); 
 
    for (i=0; i<m; i++) 
    { 
 a = double2fix (AL[i], binpt); 
 b = double2fix (BL[i], binpt); 
 c = double2fix (CL[i], binpt); 
 
  src (a, b, c, &q); 
  
 DL[i] = fix2double (q, binpt, width);  
    } 
 
    DMA_CPU (OBM2CM, DL, MAP_OBM_stripe (1, "D"), Q, 1, m*8, 0); 
    wait_DMA (0); 
} 
 
#include <double2fix.mc> 
#include <fix2double.mc> 
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# Makefile for the example presented in Section 3 
 
FILES  = main.c 
MAPFILES  = src.mc 
BIN   = src 
 
MACROS = macros/src_clk_wrapper.vhd 
MY_BLKBOX  = macros/blk.v 
MY_NGO_DIR  = macros 
MY_INFO  = macros/info 
 
MY_MCCFLAGS  = -inline=name:double2fix,fix2double:1 
MY_MFTNFLAGS = 
 
CC  = icc 
FC  = ifort 
LD  = icc 
 
MY_CFLAGS  =  
MY_FFLAGS = -w95 
 
MAKIN   ?= $(MC_ROOT)/opt/srcci/comp/lib/AppRules.make 
include $(MAKIN) 

 

 

Appendix B: Floating point and fixed point conversion in C 

/* float2fix.c 
   input: flp - a 32-bit floating point number 
          binpt - the placement of the decimal point for the fixed point number 
   output : a signed 32-bit integer holding the fixed point representation of the  
            floating point  number 
*/ 
int float2fix (float flp, int binpt)  
{ 
    if (binpt == 31 && flp == -1) return (1 << 31); 
 
    union {float f; int i;} temp; 
    temp.f = flp; 
 
    int sign, exp, man, fixed; 
 
    if (temp.f == 0) return 0; 
 
    sign = temp.i >> 31; 
    exp = ((temp.i >> 23) & 0xFF) - 127; 
    man = temp.i & 0x7FFFFF; 
 
    if (binpt-(23-exp) > 0) 
        fixed = (man | 0x800000) << (binpt-(23-exp)) & 0x7FFFFFFF; 
    else 
        fixed = (man | 0x800000) >> ((23-exp)-binpt); 
 
    if (sign < 0) fixed = ~fixed+1; 
 
    return fixed; 
} 
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/* double2fix.c 
   input: flp - a 64-bit floating point number 
             binpt - the placement of the decimal point for the fixed point number 
   output : a signed 64-bit integer holding the fixed point representation of the  
            floating point number 
*/ 
long long double2fix (double flp, int binpt)  
{ 
    if (binpt == 63 && flp == -1) return ((long long)1 << 63); 
 
    union {double d; long long l;} temp; 
    temp.d = flp; 
     
    long long sign, exp, man, fixed; 
 
    if (temp.d == 0) return 0; 
 
    sign = temp.l >> 63; 
    exp = ((temp.l >> 52) & 0x7FF) - 1023; 
    man = temp.l & 0xFFFFFFFFFFFFF; 
 
    if (binpt-(52-exp) > 0) 
        fixed = (man | 0x10000000000000) << (binpt-(52-exp)) & 0x7FFFFFFFFFFFFFFF; 
    else 
        fixed = (man | 0x10000000000000) >> ((52-exp)-binpt); 
 
    if (sign < 0) 
        fixed = ~fixed+1;   
    return fixed; 
} 

 

 
/* fix2float.c 
   input: fixed - a signed 32-bit integer holding a fixed point number 
          binpt - the placement of the decimal point for the fixed point number 
          width - the bit width of the fixed point number 
   output: a float holding the floating point representation of the fixed point number 
*/ 
float fix2float (int fixed, int binpt, int width)  
{ 
    union {float f; int i;} flp; 
    int sign = 0; 
    int exp = 127; 
    int man; 
 
    if ((binpt == 31) && (fixed == 1<<31)) return -1; 
    else if ((fixed >> (width-1)) & 1) 
    { 
        if (width != 32) fixed = fixed | (-1 << width); 
        fixed = ~fixed+1; 
        sign = 1; 
    } 
    man = fixed; 
 
    if (binpt == 31) 
    { 
        binpt--; 
        exp--; 
    } 
 
    if (fixed == 0) exp = 0; 
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    else if ((fixed >> binpt) > 1) 
    { 
        while ((fixed >> binpt) > 1) 
        { 
            fixed = fixed >> 1; 
            exp++; 
        } 
    } 
    else  
    { 
        while ((fixed >> binpt) < 1)  
        { 
            fixed = fixed << 1; 
            exp--; 
        } 
    } 
 
    if ((man >> 23) < 1 && man != 0)  
    { 
        while (man >> 23 < 1) 
            man = man << 1; 
    } 
    else  
    { 
        while ((man >> 23) > 1)  
            man = man >> 1; 
    } 
 
    man = man & 0x7FFFFF; 
    flp.i = (sign << 31) | (exp << 23) | man; 
    return flp.f; 
} 

 

 
/* fix2double.c 
   input: fixed – a signed 64-bit integer holding a fixed point number 
          binpt - the placement of the decimal point for the fixed point number 
          width - the bit width of the fixed point number 
   output: a double holding the floating point representation of  
           the fixed point number 
*/ 
double fix2double (long long fixed, int binpt, int width)  
{ 
    union {double d; long long l;} flp; 
    long long sign = 0; 
    long long exp = 1023; 
    long long man; 
 
    if ((binpt == 63) && (fixed == (long long)1<<63)) return -1; 
    else if ((fixed >> (width-1)) & 1)  
    { 
        if (width != 64) 
            fixed = fixed | ((long long)-1 << width); 
        fixed = ~fixed+1; 
        sign = 1; 
    } 
    man = fixed; 
 
    if (binpt == 63) 
    { 
        binpt--; 
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        exp--; 
    } 
 
    if (fixed == 0) exp = 0; 
    else if ((fixed >> binpt) > 1) 
    { 
        while ((fixed >> binpt) > 1)  
        { 
            fixed = fixed >> 1; 
            exp++; 
        } 
    } 
    else  
    { 
        while ((fixed >> binpt) < 1)  
        { 
            fixed = fixed << 1; 
            exp--; 
        } 
    } 
 
    if ((man >> 52) < 1  && man != 0)  
    { 
        while (man >> 52 < 1) 
            man = man << 1; 
    } 
    else  
    { 
        while ((man >> 52) > 1) 
            man = man >> 1; 
    } 
 
    man = man & 0xFFFFFFFFFFFFF; 
    flp.l = (sign << 63) | (exp << 52) | man; 
    return flp.d; 
} 

 

 

Appendix C: floating point and fixed point conversion in MAP C 

/* float2fix.mc 
   input: flp - a 32-bit floating point number 
          binpt - the placement of the decimal point for the fixed point number 
   output : a signed 32-bit int holding the fixed point representation of  
            the floating point number 
*/ 
int float2fix(int flp, int binpt) 
{ 
    int  sign, exp, man, fixed; 
     
    if (binpt == 31 && flp == 0xBF800000) return (1 << 31); 
    if (flp == 0) return 0; 
  
    sign = flp >> 31; 
    exp = ((flp >> 23) & 0xFF) - 127; 
    man = flp & 0x7FFFFF; 
     
    if (binpt-(23-exp) > 0) fixed = (man | 0x800000) << (binpt-(23-exp)) & 0x7FFFFFFF; 
    else fixed = (man | 0x800000) >> ((23-exp)-binpt); 
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    if (sign < 0) fixed = ~fixed+1; 
    return fixed; 
} 

 

 
/* double2fix.mc 
   input: flp - a 64-bit floating point number 
          binpt - the placement of the decimal point for the fixed point number 
   output : a 64-bit integer holding the fixed point representation of  
            the floating point number 
*/ 
long long double2fix(long long flp, int binpt) 
{ 
    long long sign, exp, man, fixed; 
 
    if (binpt == 63 && flp == 0xBFF0000000000000) return ((long long)1 << 63); 
    if (flp == 0) return 0; 
 
    sign = flp >> 63; 
    exp = ((flp >> 52) & 0x7FF) - 1023; 
    man = flp & 0xFFFFFFFFFFFFF; 
     
    if (binpt-(52-exp) > 0) 
        fixed = (man | 0x10000000000000) << (binpt-(52-exp)) & 0x7FFFFFFFFFFFFFFF; 
    else 
        fixed = (man | 0x10000000000000) >> ((52-exp)-binpt); 
 
    if (sign < 0) fixed = ~fixed+1; 
    return fixed; 
} 

 

 
/* fix2float.mc 
   input: fixed - a 32-bit value holding a fixed point number 
          binpt - the placementof the decimal point for the fixed point number 
          width - the bit width of the fixed point number 
   output: a 32-bit integer holding the floating point representation of  
           the fixed point number 
*/ 
 
int fix2float(int fixed, int binpt, int width) 
{ 
    int exp = 127; 
    int man = fixed; 
    int sign = 0; 
 
    if ((binpt == 31) && (fixed == 1 << 31)) return 0xBF800000; 
    else if ((fixed >> (width-1)) & 1) 
    { 
        if (width != 32) fixed = fixed | (-1 << width); 
        fixed = ~fixed+1; 
        sign = 1; 
    } 
 
    man = fixed; 
 
    if (binpt == 31) 
    { 
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        binpt--; 
        exp--; 
    } 
 
    if (fixed == 0) exp = 0; 
    else if ((fixed >> binpt) > 1) 
    { 
        while ((fixed >> binpt) > 1)  
        { 
            fixed = fixed >> 1; 
            exp++; 
        } 
    } 
    else if ((fixed >> binpt) < 1) 
    { 
        while ((fixed >> binpt) < 1)  
        { 
            fixed = fixed << 1; 
            exp--; 
        } 
    } 
 
    if ((man >> 23) < 1 && man != 0)  
    { 
        while (man >> 23 < 1) 
            man = man << 1; 
    } 
    else  
    { 
        while ((man >> 23) > 1) 
            man = man >> 1; 
    } 
 
    man = man & 0x7FFFFF; 
    return (sign << 31) | (exp << 23) | man; 
} 

 

 
/* fix2double.mc 
   input: fixed - a signed 64-bit value holding a fixed point number 
          binpt - the placement of the decimal point for the fixed point number 
   width - the bit width of the fixed point number 
   output: a 64-bit integer holding the floating point representation of  
           the fixed point number 
*/ 
 
long long fix2double(long long fixed, int binpt, int width) 
{ 
    long long exp = 1023; 
    long long man = fixed; 
    long long sign = 0; 
 
    if ((binpt == 63) && (fixed == (long long)1<<63)) return 0xBFF0000000000000; 
    else if ((fixed >> (width-1)) & 1) 
    { 
        if (width != 64) fixed = fixed | ((long long)-1 << width); 
        fixed = ~fixed+1; 
        sign = 1; 
    } 
 
    if (binpt == 63) 
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    { 
        binpt--; 
        exp--; 
    } 
 
    if (fixed == 0) exp = 0; 
    else if ((fixed >> binpt) > 1)  
    { 
        while ((fixed >> binpt) > 1)  
        { 
            fixed = fixed >> 1; 
            exp++; 
        } 
    } 
    else 
    { 
        while ((fixed >> binpt) < 1)  
        { 
            fixed = fixed << 1; 
            exp--; 
        } 
    } 
 
    if ((man >> 52) < 1 && man != 0)  
    { 
        while (man >> 52 < 1) 
            man = man << 1; 
    } 
    else  
    { 
        while ((man >> 52) > 1) 
            man = man >> 1; 
    } 
 
    man = man & 0xFFFFFFFFFFFFF; 
    return (sign << 63) | (exp << 52) | man; 
} 


