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Abstract— Jobs on the Grid require security credentials
throughout their run for accessing secure Grid resources, such
as GridFTP data repositories. However, delegating long-lived
credentials to long-running jobs brings an increased risk that
a credential will be compromised and misused. Additionally, it
is often difficult to predict the run-time of jobs on the Grid,
due to changes in application performance and resource load,
making it difficult to set the lifetime of the delegated credential
in advance. We have developed a solution to this problem for
the EU DataGrid project using the MyProxy online credential
repository and have further evolved it during the EGEE project.
Users store their long-lived credentials in a dedicated MyProxy
server and delegate short-lived credentials to their jobs. When
a job’s credential nears expiration, the Workload Management
System retrieves a new short-lived credential from the MyProxy
server on the user’s behalf and uses it to refresh the job’s
credential. The MyProxy server’s policy specifies which services
may obtain credentials on the user’s behalf, and all operations
are logged at the MyProxy server, where access to credentials
may be restricted if a compromise is detected or suspected. This
system has been used for credential renewal in Grids in Europe
for over three years. In this paper, we present the system design,
describe our experiences, and discuss the security implications
of this approach.

I. I NTRODUCTION

From 2001 to 2003, the European DataGrid (EDG)
project [1] developed a Grid computing infrastructure for data
intensive applications in the areas of high energy physics, biol-
ogy and medical image processing, and earth observations. In
high energy physics, EDG developed solutions for managing
the large amount of data to be produced by CERN’s Large
Hadron Collider starting in 2007. The EDG testbed included
over 1,000 computers sharing more than 15 Terabytes of data
at 25 sites across Europe, Russia, and Taiwan, serving over 500
scientists. Many of the products of the EU DataGrid project
are now being carried over to the two year Enabling Grids for
E-sciencE (EGEE) project [2] in Europe to build a production
Grid facility.

One of the challenges addressed in the EDG project was
credential management for long-running jobs. It is good
practice to limit credential lifetimes, to minimize the vul-
nerability of stolen credentials. However, jobs require valid
credentials for the duration of their run, so they can access
authenticated services, such as metadata catalogs and GridFTP
servers [3]. Additionally, the Workload Management System

requires credentials for submitting jobs to compute elements
and resubmitting jobs when failures occur. Providing long-
lived credentials to long-running jobs is a simple solution,
but given the difficulty of predicting job run-times in practice,
this leads to over-estimation of required credential lifetime and
increased vulnerability. Thus, EDG identified the need for a
credential renewal service to enable long-running jobs to use
short-lived credentials.

This paper describes the credential renewal service, which
has been in use now for over three years. We first give
an overview of Grid security in Section II followed by an
overview of EGEE job management services in Section III. We
then describe the design of the renewal service in Section IV,
discuss related work in Section V and security implications
in Section VI, and document experiences with the renewal
service in Section VII. We end the paper with a discussion of
future work and conclusions.

II. GRID SECURITY OVERVIEW

The X.509 Public Key Infrastructure (PKI) is the basis
for Grid security, chosen for its support of cross-domain,
decentralized trust establishment. The EDG PKI, now the
EGEE PKI, includes multiple Certification Authorities (CAs),
typically one per country, for issuing certificates, typically
valid for one year, to Grid users in that country. The user’s
private key, associated with the certificate, must be well-
protected to prevent unauthorized use of the certificate.

A. Proxy Certificates

To minimize exposure of their long-lived private key, users
can create session credentials using X.509 proxy certifi-
cates [4]. At the start of a session, the user runs a program
to create a new private key and proxy certificate, signed by
the long-lived key. The user can then authenticate with the
proxy certificate and key during the session, without requiring
further use of the long-lived private key.

The need to limit the lifetime of proxy certificates to reduce
exposure to potential compromise is an important principal
of the Grid Security Infrastructure [5], [6]. This technique
of limited-lifetime session credentials is also used by Ker-
beros [7] to limit the usefulness of stolen tickets. Organization



policies typically limit proxy certificate lifetime to one day or
less [8].

Grid security protocols support delegating credentials to
jobs and services running on the user’s behalf using proxy
certificates [9]. The job or service creates a new private key
and proxy certificate, and the user signs the proxy certificate
with his or her current proxy key. The job or service can
then use the new private key and certificate to authenticate as
the user, because of the user’s valid signature on the proxy
certificate. Delegating a proxy credential over the network
requires the delegatee to send the proxy certificate to the
delegator for signature, but no private keys are exchanged.

A Grid credential is a private key with multiple certificates,
which form a chain of signatures back to the signature of a
trusted Certification Authority. The credential is valid only if
all of the certificates are valid, so the lifetime of the credential
is the intersection of the lifetimes of each certificate. Thus, a
job on the Grid will typically have a credential with lifetime
of one day or less.

B. MyProxy Online Credential Repository

MyProxy [10], [11] allows users to store their credentials
in an online repository for later retrieval. A MyProxy server
is typically run by Grid administrators on a well-secured
machine, to provide maximum protection for the stored cre-
dentials. Management of proxy credentials in the repository is
entirely under the user’s control. Users may store, update, and
remove their credentials in the repository at will, after first
authenticating to prove ownership of the credentials. Users
also specify the access control policies that protect the creden-
tials. MyProxy supports a variety of authentication methods,
including password, certificate, and Kerberos. Authenticated
clients retrieve proxy credentials from MyProxy using proxy
delegation, so it is not necessary to transfer any keys over the
network.

In developing the credential renewal service, EDG extended
the functionality of the MyProxy software to support the
certificate-based authentication described later in Section IV.
The EDG extensions to MyProxy maintained backward com-
patibility in the MyProxy protocol and have been included in
the baseline MyProxy software distribution since 2001.

C. Authorization Assertions

It is also common to include authorization assertions, signed
by trusted servers, in the proxy certificate, to grant additional
rights to users. For example, the Virtual Organization Manage-
ment Service (VOMS) [12], used in the EGEE project, issues
signed attributes indicating group membership roles or capa-
bilities, to enable fine-grained authorization for Grid resources,
removing the burden of managing accounts for every user
across all resources in the Grid. Like proxy certificates, VOMS
attributes have limited lifetimes and so must be managed by
the credential renewal service.

III. EGEE JOB MANAGEMENT

Efficient management of resources in a dynamic Grid en-
vironment is a crucial factor for satisfying utilization of the
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Grid. The EGEE project uses a Workload Management System
(WMS) [13], which is based on a solution developed within
EDG [14] that was further enhanced with new features.

The overall architecture of the Workload Management Sys-
tem and how it fits into the rest of Grid environment is
given in Figure 1. The WMS system is composed of multiple
components that are responsible for job management and also
communicate with other services on the Grid.

The User Interface (UI) provides users with an interface
to access the WMS, to submit a new job or possibly cancel
running jobs and also to retrieve the result data produced by
the job after the job finishes. In order to submit a job to the
WMS the user has to specify the description of the job, along
with its needs. The EGEE architecture uses the Job Description
Language (JDL) [15], which provides a very general means of
expressing the requirements. The JDL allows users to specify
a broad range of parameters, both characterizing the job
(executable name, parameters, etc.) and specifying requested
resource parameters (CPUs, network, storage, etc.). The user
sends the JDL to the WMS as part of the job submission
protocol.

Upon receiving the JDL, the WMS processes it and tries
to find the computing resource that best fits the requirements
specified. Choosing the most appropriate resource is the goal
of the matchmaking process. In order to be able to make its
decision, the WMS must interact with external components
(the Information System and Data Management services) that
provide the current status of the resources and the Grid en-
vironment. The WMS can use different scheduling strategies,
which can be added easily to the WMS in the form of dynamic
plug-ins.

Once the resource is chosen, the WMS prepares the job
for submission and then submits it. In order to submit and
monitor jobs on Compute Elements (CEs), the WMS uses
the Condor-G [16] system. Condor-G contacts the remote
resource using the Globus GRAM protocol [17] and sends
the specification of the job to the Globus gatekeeper. After
authenticating and authorizing the request, the gatekeeper
ensures via the standard Globus mechanism that the job is



put into a queue of the local batch system.
When the job starts computing, a special wrapper added

by the WMS retrieves an input sandbox from the WMS that
contains input data for the job. The input sandbox is defined
by the user in the job’s JDL and specifies files to be copied
from the UI to the end computing resource, such as the job’s
binary or input data. Upon completion of the job the output
sandbox with results is saved on the WMS. The contents of
the output sandbox is also defined by the JDL and contains
the output produced by the job, such as the standard output
and standard error output streams. Sandboxes are transfered
using the GridFTP protocol [3].

When the user finds out that her jobs have finished, she uses
the UI to retrieve the output sandbox from the WMS to her
local machine to analyze the result data.

The WMS has access to a lot of information and manages
jobs of many users and often processes sensitive data. There-
fore the WMS was designed and implemented with special
care to possible security issues.

All network connections to the WMS are authenticated
using TLS [18], and users must always prove possession of
a valid credential during each job submission. During the job
submission the user’s proxy is also delegated to the WMS.
The WMS will subsequently use this proxy when acting on
behalf of the job owner, e.g., when submitting the job to the
compute resource

Even though each submitted job must have a valid proxy
certificate delegated to the WMS, the overall job lifetime may
easily exceed the lifetime of the credential. Proxy certificates
are usually valid for a few hours, which may not be sufficient
for a job to complete. Even if this lifetime is sufficient for
the job’s computation, the overall job lifetime may be much
longer and unpredictable. For example if the resource where
the job is being processed stops working, the job must be
rescheduled and resubmitted by the WMS, possibly restarting
the computation from the beginning. The jobs can also spend
some time in queues waiting for required resources. It is not
possible to estimate these times in advance.

A simple solution for providing jobs with valid certificates
would be submissions with long-lifetime proxy certificates.
However, this would certainly lead to overestimation of the
lifetime of certificates, which would break the meaning of
short-lifetime proxy certificates. The Proxy renewal service
is designed to address problems concerning support for long-
running jobs. The initial version of the service was designed
and implemented in the EDG project, and further modification
and development has been done in EGEE.

IV. A PROXY RENEWAL SERVICE

The proxy renewal service utilizes the functionality offered
by MyProxy and extends its possibilities to support long-lived
jobs. From a logical point of view, the service can be seen
as a module of the WMS, which registers and manages the
proxy certificates of all submitted jobs that request proxy
renewal. All jobs maintained by the service are kept valid
by periodically retrieving newer proxies from the MyProxy
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repository and replacing proxies near expiration with the new
ones. Besides the renewal of the proxy certificate itself, the
service also supports renewal of VOMS certificates, which are
embedded in the proxy as X.509 extensions and also have a
limited lifetime. Details on how the VOMS certificates are
handled are given in Subsection IV-C. Renewed certificates
are detected by Condor-G [16], which ensures that the proxy
is transfered to the CE, if needed. The architecture of the
renewal service is illustrated in Figure 2.

The proxy renewal service is a separate application execut-
ing on the same host as the WMS using the same account. It
communicates with its clients via a local Unix socket using
a simple text protocol. The renewal service does not listen
on any network interface so it is not exposed directly to any
kind of remote attacks. Access to the socket (and hence to the
renewal service) is only allowed from the local system and
is secured by the local operating system. However, being part
of the whole WMS system, the renewal service (and proxies
maintained by the service) can be compromised if an attacker
gains control over the WMS. Thus, the WMS should always
be installed on a well protected and monitored machine.

A. Registering a Proxy with the Renewal Service

During the submission of a job to the WMS, the job owner’s
proxy is delegated to the WMS as part of the submission
protocol. The proxy is stored in a file on a local filesystem
and is used by the WMS to act on the user’s behalf, especially
to submit the job to the chosen computing resource. When the
users expect the job submitted will last longer than the proxy
lifetime, they can specify a special option (called MyProxy)
in the job description (JDL) containing a hostname of the
MyProxy server containing long-lived credentials for the user.
If the WMS encounters this option in the JDL, it contacts the
renewal service to register the job proxy certificate for the
renewal mechanism.

In the registration request the WMS includes the filename
of the file containing the proxy to register. Upon receiving the



request, the renewal service reads the proxy to verify that it
contains a valid credential. It then creates a new file in its
repository directory and copies the contents of the file to the
new location. At the same time the renewal service updates its
local database to add information about the new registration.
In particular, it computes the time when the proxy should be
renewed and stores this information in the database. Both the
database and the registered proxy certificates are stored on
disk so the service can recover easily from sudden reboots or
crashes of the machine. To finish the registration, the service
returns to the caller (WMS) the filename in the repository
containing the registered proxy. This filename is used by the
WMS instead of the original one, and the renewal service
ensures that it always contain a valid credential. Since the
WMS does not modify the proxy certificates, and the renewal
service ensures that all updates to proxy files are atomic, the
proxy file does not get corrupted and can be used by multiple
processes or threads. The proxy registered with the service is
identified by the jobid, a unique identifier which is generated
for each job submitted to the WMS.

In order to ease management of proxies owned by a single
user and minimize network communications during renewal,
the proxy renewal service avoids managing duplicate prox-
ies when possible. If a registration request arrives and the
proxy renewal service already has an equivalent proxy for the
same user, the jobid is added to the list and no new file is
created. However, if the new proxy is not equivalent to any
stored proxy, (for example, it may contain different VOMS
attributes), then the new proxy will also be stored for the user.

B. Renewing a Proxy Credential

The renewal service checks its database and list of registered
proxies and if a proxy is nearing expiration (1/4 of lifetime
remaining), it attempts to contact the MyProxy server asking
for a new credential. The connection to the MyProxy server is
secured using TLS with mutual authentication, and the renewal
service uses its service certificate to authenticate. During the
communication the service also has to prove it is in possession
of the appropriate proxy certificate that is still valid before
retrieving a new proxy. If the renewal service successfully
retrieves a new proxy, it updates the registered proxy file
with the new proxy. Otherwise, it computes a new time to
attempt renewal again, using the method of bisecting intervals
of remaining lifetime, with a minimum interval of five minutes.
If all the renewal attempts fail and the proxy expires, it is
removed from the repository and Condor-G stops the job.

When a proxy is renewed and the file is updated, in some
cases the proxy must be distributed further to update proxy
certificates currently in use. If the job has not yet been sub-
mitted to a computing resource, there is no need to distribute
any file, since the newer proxy will be used automatically by
the WMS when the renewal service updates the file. However,
if the job was already submitted to a computing resource, the
proxy must be transported to that resource to allow the job to
continue to perform authenticated actions.

The renewal service does not contact the resources itself
but utilizes the ability of the Condor-G service, used for job
control by the WMS. Condor-G components running on the
WMS maintain a list of submitted jobs and their proxy files.
Whenever any of the files changes and the corresponding
proxy is renewed, Condor-G contacts the corresponding job
running on the resource and delegates a renewed credential
there. Condor-G uses the GRAM protocol [17], which sup-
ports a special command for credential renewal. Using this
command it is possible to delegate a new proxy to the GRAM
jobmanager that manages the running job on the resource.
EDG and Condor developers designed and implemented initial
support for this command, and the modification was accepted
to the standard Globus toolkit.

After a job finishes, the WMS sends to the renewal service
an unregistration request containing the jobid of the finished
job. If the jobid is the last one in the list for a proxy file, the
renewal service removes the file from the repository.

Certificates may be revoked any time during their lifetime
by the issuing CA, for example, if the credentials have been
compromised. The renewal service does not itself perform
revocation checks on registered certificates, but when they are
used to authenticate to the MyProxy server or the CE, those
services will verify that the user’s certificate has not been
revoked, to ensure that invalid credentials cannot be misused.

C. Renewing VOMS Attributes

The authorization framework of EGEE is based on
VOMS [12], which issues attribute certificates to users that
also have lifetime limited to a few hours. Since many EGEE
services use VOMS attributes for making access control de-
cisions, the job must also posses a valid VOMS certificate in
addition to the proxy certificate. Therefore, it is not sufficient
to renew only the proxy certificate, but VOMS attributes must
be renewed as well.

We contemplated two possible approaches to enable renewal
of the VOMS attributes. The first possibility is to store the
VOMS attributes in the proxy certificate on the MyProxy
server. This possibility would ensure that valid VOMS at-
tributes are part of each credential retrieved from the MyProxy
server. Though simple, this approach has several limitations.
The lifetime of VOMS attributes should not be set to very
long values, since there is no means to revoke issued VOMS
certificates. The credentials stored in the MyProxy server
would have to either be too short or contain different proxy
certificate and VOMS lifetimes. Both these scenarios would
cause problems for long-running jobs. Also, the proxy renewal
service uses the user’s certificate name (X.509 subject name)
as the identifier of the proxy requested from the repository,
so the users could only use a single set of VOMS attributes,
which also would not suit the users.

In order to support VOMS credentials we chose to adapt
the proxy renewal service so it is able to contact the VOMS
servers. Whenever the proxy renewal service renews a proxy
that contains VOMS attributes, it parses the VOMS data to
find out which VOMS server issued it. Then it contacts the



VOMS server asking for the same set of VOMS attributes as
was present in the proxy to be renewed. As the result of this
process a new proxy certificate is created that contains the
same set of VOMS attributes.

V. RELATED WORK

The problem of credential expiration for long-running jobs
motivated the development of renewable tickets in Kerberos
version 5 [7]. Users can request tickets from the Key Distri-
bution Center (KDC) with a renewable lifetime greater than
the ticket lifetime. Before the ticket lifetime is reached, the
ticket holder can contact the KDC to renew the ticket. This
process can be repeated until the renewable lifetime is reached.
Policies at the KDC set the maximum ticket lifetime and who
can request a renewable ticket. The Kerberized version of the
Grid Engine scheduler supports automatic renewal of Kerberos
tickets for long-running jobs.

Unlike proxy renewal, Kerberos renewable tickets require
users to specify the maximum renewable lifetime of the ticket
in advance, which can be difficult to predict. Also, though it
is possible in the Kerberos protocol for a user to tell the KDC
to stop renewing a ticket, this functionality is not provided in
standard Kerberos implementations.

Since the development of the EDG renewal service,
Condor-G [16] has also added support for credential renewal
using MyProxy. Users can include MyProxy information in
the job description file when submitting jobs to Condor-G, and
Condor-G will contact MyProxy to retrieve new credentials for
jobs before they expire. Condor-G will then delegate the new
credentials to the jobs via GRAM proxy refresh, as described
in Section IV.

VI. SECURITY IMPLICATIONS

MyProxy server policies control access to credentials in
the repository. To renew a credential, the WMS must have
a credential with distinguished name matching the renewal
policy in the MyProxy server. The renewal policy is the
combination of a server-wide policy set by the MyProxy
administrator and a per-credential policy set by the credential
owner. Both policies, written as regular expressions, must be
met for the MyProxy server to grant credential access.

Additionally, the WMS must have a valid proxy credential
to be renewed. This provides an additional level of protection,
so the WMS can only obtain new credentials if the user has
already submitted a job to it with a delegated credential.

Thus, the MyProxy server requires the WMS to authenticate
twice: first with its service credential and then with the
credential it wants to renew. The first authentication using
the service credential is performed during the initial TLS
handshake in the MyProxy protocol. Then, the MyProxy server
sends an “Authorization” message to the client, containing a
random challenge that the client must sign with the proxy key
to prove possession of the proxy.

The MyProxy server’s credential repository, holding a large
number of keys, is an attractive target for attack and must
be well-protected, similar to a Kerberos KDC. It should be

noted, however, that a professionally administered MyProxy
server can provide a more secure storage location for user
credentials than typical desktop systems, and all operations
on the MyProxy server are logged to the system log for
monitoring to help detect possible misuse.

VII. E XPERIENCES

The EDG infrastructure has enabled a wide range of com-
putational science activities in Europe. The WMS, including
the proxy renewal service, was adapted and deployed in
many development and production environments. The widest
deployment is the LCG Grid that currently comprises about
140 sites and 13000 CPUs. During various data challenges
performed during the first half of 2004, it was shown that the
WMS can process a vast number of jobs [14]. The execution
time of these jobs often exceed the default proxy lifetime,
requiring use of the proxy renewal service.

After starting the EGEE project, the WMS was also used
as the main cornerstone for job management. The current
EGEE environment where the WMS is deployed contains
28 instances of the WMS and serves 12 virtual organi-
zations. Current data received from the Quality Assurance
JRA2 group [19] of EGEE which also monitors the usage
of the resources shows that since January to the beginning of
May, 1,090,849 successful jobs have been computed in this
environment. 104,218 of these jobs took more than 12 hours
(which is the default proxy lifetime), requiring the use of the
proxy renewal service.

When we initially deployed the proxy renewal service,
we experienced problems with the sudden reboot of WMS
machines, since for performance and security reasons the
service kept all data in memory. Subsequently we redesigned
and reimplemented the service to store all data on disk for per-
sistence, and we have not experienced performance problems.
We also divided the services into two separate processes. One
of the processes (the master) serves the client requests for
registration and unregistration of proxies, while the second
one (the slave) performs the renewal process. This separation
allows us to accumulate all calls to the Globus and MyProxy
libraries in the slave. The slave is completely stateless and
can be restarted at any time; it is automatically restarted after
finishing 1,000 renewals. Such a change allows us to deal
with multiple memory leaks that were present in the external
libraries.

VIII. F UTURE WORK

The area of job management is not the only one dealing
with limited lifetimes of proxy certificates. Similar issues were
also encountered by the Data Management activity group in
EGEE, which is responsible for providing and supporting
the data management related middleware of EGEE. One of
the corner stones of the data management infrastructure is
Transfer Scheduling [20]. This service allows clients to specify
requested data operations and submits them to a specialized
service which is responsible for scheduling the requests and
executing the file transfers. Since the data to transfer are



usually very large and also due to the dynamic character of
the Grid environment, it is difficult to predict the duration of
the file transfers, so this environment has similar credential
management issues as the area of job management.

To address these issues we are working with the data
management group on augmenting the proxy renewal service
to also support long-lived file transfers.

IX. CONCLUSION

The proxy renewal mechanism ensures that jobs submitted
to EGEE have valid certificates throughout their lifetime
without violating the meaning of short-time proxy certificates.
All the proxy renewal process is performed in a controlled
way, with only a small set of trusted services allowed to renew
proxies. All transactions concerning proxy renewal are logged
and can be analyzed for possible misuse. Users may choose
which trusted proxy repository server to use for proxy renewal.
Since management of proxy certificates in the repository is
completely under the user’s control, they may stop renewal at
any time by removing their proxy from the repository.

The proxy renewal capability has proven useful in European
Grids over the past few years. While credential expiration has
been long recognized as a problem for long-running jobs on
the Grid, the EDG proxy renewal service is the first example
of a solution that has seen widespread use.
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